project\_nn (kazamori)

Множество информации о версиях и источниках я не нашёл или не вспомнил, поэтому это краткие экскурс в историю создания этой нейронки.

**Версии:**  
1.0

Написал многослойный перцептрон на JavaScript;

1.1

Переписал перцептрон в виде класса;

Написал алгоритм обратного распространения ошибки;

1.2

Добавил момент в алгоритм обратного распространения ошибки;

2.0

Переписал project\_nn на Python;

2.1

Удалил функцию инициализации весов;

Встроил инициализацию весов в \_\_init\_\_;

2.2

Создал отдельную библиотеку library.py со вспомогательной математикой;

Подключил необходимый библиотеки через library.py;

Написал вспомогательную математику;

2.3

Добавил новые функции активации;

2.4

Изменил способ ввода гиперпараметров нейросети;

2.5

Написал функцию активации SoftMax;

2.6

Добавил параметр softmax, который отвечает за использование функции активации SoftMax;

2.6

Добавил новые функции потерь;

3.0

Написал свёрточную нейронную сеть;

Написал функции convolution, padding и max\_pooling;

3.1

Переписал функции convolution и max\_pooling в виде класса Convolution\_NN;

Встроил функцию padding в класс Convolution\_NN;

3.2

Написал функцию потерь CrossEntorpy;

Изменил производную функции активации SoftMax;

3.3

Объединил model1 и model2 (Perceptron, Convolution\_NN) в один класс NN, теперь можно использовать нейросеть и как свёрточную, и как полносвязную;

3.4

Приостановил работу над свёрточной нейронной сетью;

Переименовал некоторые переменные и функции;

Отредактировал код согласно PEP;

3.5

Написал два класса слоёв Convolution и MaxPooling вместо одного класса Convolution\_NN;

!!!Skip connection, dense слои в свёрточных нейронных сетях, Dropout layer Genetic algorithm Ensemble!!!
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